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Responseto NTIA Big Data Request for Comments

|. Introduction

The Internet Commerce Coalition (“ICC”) apprecsatbe opportunity to respond to the
Department of Commerce National Telecommunicati@msl Information Administration
(“NTIA") request for comment on its “Big Data” resiv. The ICC is comprised of leading
Internet and e-commerce companies and trade aseasia We work to promote balanced,
reasonable and workable rules and standards gogeliability, privacy and security relating to
the Internet.

Our Coalition has supported the Administration’shi®¥ Paper and Privacy Bill of
Rights. We also strongly support the decision to revilee/Privacy Bill of Rights framework in
light of big data applications in order to achi¢lre combination of privacy protection, flexibility
and respect for context that characterized the 20tl@ulation of the Privacy Bill of Rights.

II. Responseto the Questionsin the Request for Comment

Q. 1: Itis important to acknowledge at the outsat there may be trade-offs between
privacy protections and innovative, beneficial uskbig dat: The Privacy Bill of Rights
should strike a balance and should not attempdddycbest practices that will doubtless
continue to evolve as innovation both in data @sebsprivacy practices continues.

Qs 2-4. We agree in principle with bolstering amdome cases substituting a
responsible use framework with notice and choicdénbig data context. The nature of big data
uses makes advance notice and consent impractiogmy circumstances — particularly for data
that have been collected before the use is deciged.

We further believe that the data destruction nessuents of the Bill of Rights could
undermine innovation in big data, and should béekeed in this context, particularly as to data
that have been de-identified.

On the other hand, just-in-time notice, wher@@&sonably can be provided, may be
useful in some contexts -- for example, for shataggition data with third parties,, which may
be deemed more sensitive and from which individoay be identified more easily. In this

! The White House, Consumer Data Privacy in a NetadiWorld: A Framework for Protecting Privacy and
Promoting Innovation in the Global Digital Econoiffseb. 2012), available at
http://www.whitehouse.gov/sites/default/files/privafinal. pdf.

2 e, e.g., Executive Office of the Presidelig Data: Seizing Opportunities, Preserving Values, 11-12 (May
2014),available at http://www.whitehouse.gov/sites/default/files/ddig/ data privacy report may 1 2014.pdf
hereinafter the “White House Big Data Report”).

EAST\7961589811

500 8th Street N.W., Washington, D.C. 20004
tel: 202.799.4000 fax: 202.799.5000



\ntemet Comm erce

Coalition

regard, just-in-time notice could be encouragedraalternative to in-advance notice as a useful
tool to allow choices in big data environments.

On the other hand, just-in-time notice is impraatio many circumstances — for example when
individuals have been de-identified, or when the isobvious or otherwise fits the context
principle. Determining when to do just-in-time reatirequires an awareness of the need to avoid
over-notification and notice fatigue for users.

Much like the use-based framework of the Fair @redporting Act (“FCRA”"), a
responsible use framework can avoid potential ggvand discrimination harms from data
applications, leaving room for innovation while f@cting against potential downsides of
improper data uses.

Q. 12: The potential discriminatory effects af biata analytics that would deny
consumers access to credit/employment/insurancetlied important benefits are a very serious
issue. Fortunately, the FCRA already prohibitsafssonsumer data for these purposes without
notice and opt-in consent, and the Federal Traderaission (“FTC”) has brought a number of
cases against big data uses that violated the FCRA.

Furthermore, strong U.S. anti-discrimination ldves discriminatory effects with regard
to fair housing, fair lending, employment discrimiion and in federal prograrfislt should
certainly be no defense that a discriminatory efieas caused by reliance on big data analytics
tools.

By contrast, advertising and marketing uses ofdaia analytics do not give rise to the
same concerns, unless used in a way that thatrdisates against data subjects in violation of
civil rights or other laws. It is thaise, rather than the methodology or technology, thay m
create risk of discrimination.

Qs. 7-11. De-identification is a helpful step fwivacy protection that should be
encouraged, not rejected, because of theoretgiabfire-identification, particularly when re-

% See, e.g., Federal Trade Commissiofiwo Data Brokers Settle FTC Charges That They Sold Consumer Data
Without Complying With Protections Required Under the Fair Credit Reporting Act (Apr. 9, 2014),
http://www.ftc.gov/news-events/press-releases/AW/4to-data-brokers-settle-ftc-charges-they-soldscner-
data For a more complete overview and listing of FFCRA enforcement actions go hétp://www.ftc.gov/news-
events/media-resources/consumer-finance/creditriego

* See, e.g., Fair Housing Act, 42 U.S.C. §§ 3601-19 (“it 3t unlawful to deny any person access to or
membership or participation in any multiple-listisgrvice, real estate brokers’ organization orrogeevice,
organization, or facility relating to the businedselling or renting dwellings, or to discriminatgainst him in the
terms or conditions of such access, membershipadicipation, on account of race, color, religisax, handicap,
familial status, or national origin”gvailable at http://www.gpo.gov/fdsys/pkg/USCODE-2009-
title42/html/USCODE-2009-title42-chap45-subchaphht
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identification is prohibited by internal policies by contracts with third parties, as applicable.
To do otherwise would be to remove incentives tod@atify data and to ignore context.

There is clearly some research, highlighted inRfesident’s Council of Advisors on
Science and Technology (“P-CAST") report titled §Bdata and Privacy”, showing that
identification or re-identification of de-identifiedata is possibl®.However, it is also clear that
data from publicly released data sets are much @iy to be re-identified than are privately
held ones. The fact that something can happenmimenean that it will happen, much less that
it will cause harm to individuals.

Importantly, this issue has already been addremsddsolved” in the March 2012 FTC
report titled “Protecting Consumer Privacy in ama &f Rapid Change”, which offers a clear,
very useful framework for protecting de-identifiddta, including applying internal rules and
binding by contract third parties who receive tlagadfrom re-identifying it’ Failure to honor
that commitment could itself be the subject of ecdment actions, and the Administration could
review FTC and other authorities to pursue suctdaonhas an unfair or deceptive trade practice.

Most importantly, in contrast to discriminationaagst protected classes, we believe that
the actual “risks” posed by re-identification tlaa¢ noted in the P-CAST report are quite limited
and can be fully addressed through a responsikelérasiework that guards against harmful uses
of big data analytics. As the FTC noted in its 8aR012 staff report, internal rules and
contractual prohibitions against third partiesdertifying data are also effective. More
generally, it is important to understand theseriideation risks” in practical terms and to put
into context the very low level of concrete ris@rfr identification/re-identification, when a
responsible use framework is in place to prevestuse of those data.

® See Ann Cavoukian and Daniel Castiig Data and Innovation, Setting the Record Straight: De-identification
Does Work (June 16, 2014 gvailable at http://www.privacybydesign.ca/content/uploads/2064pbd-de-
identification_ITIF1.pdf
® Report to the President, President’s Council ofisars on Science and Technolojg Data and Privacy: A
Technological Perspective, 38-39 (May 2014 )available at
http://www.whitehouse.gov/sites/default/files/misites/ostp/PCAST/pcast_big_data_and_privacy -

may 2014.pdf
" FTC ReportProtecting Consumer Privacy in an Era of Rapid Change, 21 (Mar. 2012), (“First, the company must
take reasonable measures to ensure that the digadentified. This means that the company musieze a
reasonable level of justified confidence that thtacdtannot reasonably be used to infer informatoout, or
otherwise be linked to, a particular consumer, catem or other device. Consistent with the Comrissi
approach in its data security cases,108 what dgembifs a reasonable level of justified confidereetids upon the
particular circumstances, including the availabkthnds and technologies. In addition, the natutbeflata at
issue and the purposes for which it will be usedadso relevant. Thus, for example, whether a compablishes
data externally affects whether the steps it hiesnt@o de-identify data are considered reasondile standard is
not an absolute one; rather, companies must taisonable steps to ensure that data is de-ident)fiedailable at
http://www.ftc.gov/sites/default/files/documentpegts/federal-trade-commission-report-protectingstoner-
privacy-era-rapid-change-recommendations/120326&pyreport.pdf
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Q. 13. We believe that internal review committeedata uses can in some cases be an
important part of privacy by design and an appuprivay to screen big data uses. Our
members already conduct these reviews and belexdrey are well adapted to screen for
potential downsides of big data uses as regargtagyrior discrimination against protected
classes of individuals. However, there needs tmbee policy development by stakeholders on
when a company should use such a committee (beaausgthem for every data use would be
unworkable). Further, smaller companies includimany app developers may not have the
capacity to have a committee, which likewise mdtitther consideration by stakeholders.

Q. 16. We do not believe that a National Institot Standards and Technology (“NIST”)
privacy risk framework would be particularly help@iiven the many best practice guidance
documents on privacy that already exist and thaidenable clarity in the existing privacy bill
of rights document. To the extent that there ecértical standards questions to resolve, NIST
may have a role, but a privacy risk framework iwesl normative judgments that are not
particularly susceptible to productive NIST workpko

Qs.14 and 15. Differential privacy and privacskrmeta-data tags that would specify
consumers’ across-the-board privacy preferencesetadata likely would not undermine
beneficial uses of big data. This is becausepasgproponents of differential privacy concede,
data sets would be compromised before being usatthermore, with regard to privacy
preference tags, the very nature of big data st they are often unforeseen at the time a
consumer is asked for his or her preference, sgahe proposition cannot be presented at the
time. In fact, privacy tags are a form of a coigegime. In the particular case of sensitive data
that could cause harm to individuals if disclosddr-example, personally identifiable financial
account information or health treatment data —dl@ther measures may be appropriate.
However, as an across-the-board recommendatiome asmderstand them, these measures costs
would outweigh their benefits.

Conclusion

For all these reasons, we support: (1) addingoresiple use to the Privacy Bill of Rights
framework as it applies to big data uses; (2) ugistrin-time notice in some contexts; (3)
relaxing the data destruction principle, where ddims would reduce the utility of big data
applications; and (4) continuing recognition ofidentification exceptions where de-
identification controls meet the de-identificationteria set forth in the March 2012 FTC report
(“Protecting Consumer Privacy in an Era of Rapicdie”).

Respectfully submitted,
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